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Hydro and Energy loss:
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Determining the Shear Viscosity of QGP with Correlations:
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!=6.0 fm/c, #/s=0.16
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1. Characterize energy density with ellipse

- Elliptic Shape gives elliptic flow

v2 = 〈cos 2φp〉

2. Around almond shape are fluctuations

- Triangular Shape gives v3 (Alver)

v3 = 〈cos 3(φp −Ψ3)〉



Determining the Shear Viscosity of QGP with Correlations:
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1. Characterize energy density with ellipse

- Elliptic Shape gives elliptic flow

v2 = 〈cos 2φp〉

2. Around almond shape are fluctuations

- Triangular Shape gives v3

v3 = 〈cos 3(φp −Ψ3)〉



Determining the Shear Viscosity of QGP with Correlations:
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1. Characterize energy density with ellipse

- Elliptic Shape gives elliptic flow

v2 = 〈cos 2φp〉

2. Around almond shape are fluctuations

- Triangular Shape gives v3

v3 = 〈cos 3(φp −Ψ3)〉



Determining the Shear Viscosity of QGP with Flow:

!=0.4 fm/c
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1. Characterize energy density with ellipse

- Elliptic Shape gives elliptic flow

v2 = 〈cos 2φp〉

2. Around almond shape are fluctuations

- Triangular Shape gives v3

v3 = 〈cos 3(φp −Ψ3)〉



Determining the Shear Viscosity of QGP with Correlations:

!=0.4 fm/c
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1. Characterize energy density with ellipse

- Elliptic Shape gives elliptic flow

v2 = 〈cos 2φp〉

2. Around almond shape are fluctuations

- Triangular Shape gives v3 (Alver)

v3 = 〈cos 3(φp −Ψ3)〉

3. Hot-spots give correlated higher harmonics

vn = 〈cosn(φp −Ψn)〉



3+1 E by E viscous hydro simulations by Schenke et al
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FIG. 1: (Color online) Energy density distribution in the transverse plane for one event with b = 2.4 fm at the initial time
(left), and after τ = 6 fm/c for the ideal case (middle) and with η/s = 0.16 (right).

In this study, we found that setting the local viscosity
to zero when finite viscosity causes negative pressure in
the cell as advocated in [25] and reducing the ideal part
by 5% works well to stabilize the calculations without
introducing spurious effects.

While in standard hydrodynamic simulations with av-
eraged initial conditions all odd flow coefficients vanish
by definition, fluctuations generate triangular flow v3 as
a response to the finite initial triangularity.

We follow [15] and define an event plane through the
angle

ψn =
1

n
arctan

〈pT sin(nφ)〉
〈pT cos(nφ)〉 , (9)

where the weight pT is chosen for best accuracy [26].
Then, the flow coefficients can be computed using

vn = 〈cos(n(φ − ψn))〉 . (10)

The initialization of the energy density is done using
a Glauber Monte-Carlo model (see [27]): Before the col-
lision the density distribution of the two nuclei is de-
scribed by a Woods-Saxon parametrization, which we
sample to determine the positions of individual nucleons.
The impact parameter is sampled from the distribution
P (b)db = 2bdb/(b2

max−b2
min), where bmin and bmax depend

on the given centrality class. Then we determine the dis-
tribution of binary collisions and wounded nucleons. Two
nucleons are assumed to collide if their relative transverse
distance is less than D =

√
σNN/π, where σNN is the in-

elastic nucleon-nucleon cross-section, which at top RHIC
energy of

√
s = 200AGeV is σNN = 42 mb. The energy

density is distributed proportionally to the wounded nu-
cleon distribution. For every wounded nucleon we add a
contribution to the energy density with Gaussian shape
(in x and y) and width σ0 = 0.4 fm. In the rapidity
direction, we assume the energy density to be constant
on a central plateau and fall like half-Gaussians at large
|ηs| (see [16]). This procedure generates flux-tube like
structures compatible with measured long-range rapidity
correlations [28–30]. The absolute normalization is deter-
mined by demanding that the obtained total multiplicity
distribution reproduces the experimental data.

As equation of state we employ the parametrization
“s95p-v1” from [31], obtained from interpolating between
lattice data and a hadron resonance gas.

In Fig. 1 we show the energy density distribution in
the transverse plane for an event with impact parameter
b = 2.4 fm at the initial time τ0 = 0.4 fm/c and at time
τ = 6 fm/c for η/s = 0 and η/s = 0.16. This clearly
shows the effect of dissipation.

We perform a Cooper-Frye freeze-out using

E
dN

d3p
=

dN

dypT dpT dφp
= gi

∫

Σ

f(uµpµ)pµd3Σµ , (11)

where gi is the degeneracy of particle species i, and Σ
the freeze-out hyper-surface. In the ideal case the distri-
bution function is given by

f(uµpµ) = f0(u
µpµ) =

1

(2π)3
1

exp((uµpµ − µi)/TFO) ± 1
,

(12)
where µi is the chemical potential for particle species
i and TFO is the freeze-out temperature. In the finite
viscosity case we include viscous corrections to the dis-
tribution function, f = f0 + δf , with

δf = f0(1 ± f0)p
αpβWαβ

1

2(ε + P)T 2
, (13)

where W is the viscous correction introduced in Eq. (5).
Note that the choice δf ∼ p2 is not unique [32].

The algorithm used to determine the freeze-out surface
Σ has been presented in [16]. It is very efficient in de-
termining the freeze-out surface of a system with fluctu-
ating initial conditions. To demonstrate this, we present
the freeze-out surface in the x-τ -plane in the vicinity of
y = 0 fm and ηs = 0 for two different initial distribu-
tions compared to that for an averaged initial condition
in Fig. 2. The arrows are projections of the normal vector
on the hyper-surface element onto the x-τ plane.

We include resonances up to the φ-meson. We found
that the pseudorapidity dependence of both v2 and v3 is
affected notably by the inclusion of resonance decays, im-
proving the agreement of v2(ηp) with data significantly.
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FIG. 1: (Color online) Energy density distribution in the transverse plane for one event with b = 2.4 fm at the initial time
(left), and after τ = 6 fm/c for the ideal case (middle) and with η/s = 0.16 (right).

In this study, we found that setting the local viscosity
to zero when finite viscosity causes negative pressure in
the cell as advocated in [25] and reducing the ideal part
by 5% works well to stabilize the calculations without
introducing spurious effects.

While in standard hydrodynamic simulations with av-
eraged initial conditions all odd flow coefficients vanish
by definition, fluctuations generate triangular flow v3 as
a response to the finite initial triangularity.

We follow [15] and define an event plane through the
angle

ψn =
1

n
arctan

〈pT sin(nφ)〉
〈pT cos(nφ)〉 , (9)

where the weight pT is chosen for best accuracy [26].
Then, the flow coefficients can be computed using

vn = 〈cos(n(φ − ψn))〉 . (10)

The initialization of the energy density is done using
a Glauber Monte-Carlo model (see [27]): Before the col-
lision the density distribution of the two nuclei is de-
scribed by a Woods-Saxon parametrization, which we
sample to determine the positions of individual nucleons.
The impact parameter is sampled from the distribution
P (b)db = 2bdb/(b2

max−b2
min), where bmin and bmax depend

on the given centrality class. Then we determine the dis-
tribution of binary collisions and wounded nucleons. Two
nucleons are assumed to collide if their relative transverse
distance is less than D =

√
σNN/π, where σNN is the in-

elastic nucleon-nucleon cross-section, which at top RHIC
energy of

√
s = 200AGeV is σNN = 42 mb. The energy

density is distributed proportionally to the wounded nu-
cleon distribution. For every wounded nucleon we add a
contribution to the energy density with Gaussian shape
(in x and y) and width σ0 = 0.4 fm. In the rapidity
direction, we assume the energy density to be constant
on a central plateau and fall like half-Gaussians at large
|ηs| (see [16]). This procedure generates flux-tube like
structures compatible with measured long-range rapidity
correlations [28–30]. The absolute normalization is deter-
mined by demanding that the obtained total multiplicity
distribution reproduces the experimental data.

As equation of state we employ the parametrization
“s95p-v1” from [31], obtained from interpolating between
lattice data and a hadron resonance gas.

In Fig. 1 we show the energy density distribution in
the transverse plane for an event with impact parameter
b = 2.4 fm at the initial time τ0 = 0.4 fm/c and at time
τ = 6 fm/c for η/s = 0 and η/s = 0.16. This clearly
shows the effect of dissipation.

We perform a Cooper-Frye freeze-out using

E
dN

d3p
=

dN

dypT dpT dφp
= gi

∫

Σ

f(uµpµ)pµd3Σµ , (11)

where gi is the degeneracy of particle species i, and Σ
the freeze-out hyper-surface. In the ideal case the distri-
bution function is given by

f(uµpµ) = f0(u
µpµ) =

1

(2π)3
1

exp((uµpµ − µi)/TFO) ± 1
,

(12)
where µi is the chemical potential for particle species
i and TFO is the freeze-out temperature. In the finite
viscosity case we include viscous corrections to the dis-
tribution function, f = f0 + δf , with

δf = f0(1 ± f0)p
αpβWαβ

1

2(ε + P)T 2
, (13)

where W is the viscous correction introduced in Eq. (5).
Note that the choice δf ∼ p2 is not unique [32].

The algorithm used to determine the freeze-out surface
Σ has been presented in [16]. It is very efficient in de-
termining the freeze-out surface of a system with fluctu-
ating initial conditions. To demonstrate this, we present
the freeze-out surface in the x-τ -plane in the vicinity of
y = 0 fm and ηs = 0 for two different initial distribu-
tions compared to that for an averaged initial condition
in Fig. 2. The arrows are projections of the normal vector
on the hyper-surface element onto the x-τ plane.

We include resonances up to the φ-meson. We found
that the pseudorapidity dependence of both v2 and v3 is
affected notably by the inclusion of resonance decays, im-
proving the agreement of v2(ηp) with data significantly.
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FIG. 1: (Color online) Energy density distribution in the transverse plane for one event with b = 2.4 fm at the initial time
(left), and after τ = 6 fm/c for the ideal case (middle) and with η/s = 0.16 (right).

In this study, we found that setting the local viscosity
to zero when finite viscosity causes negative pressure in
the cell as advocated in [25] and reducing the ideal part
by 5% works well to stabilize the calculations without
introducing spurious effects.

While in standard hydrodynamic simulations with av-
eraged initial conditions all odd flow coefficients vanish
by definition, fluctuations generate triangular flow v3 as
a response to the finite initial triangularity.

We follow [15] and define an event plane through the
angle

ψn =
1

n
arctan

〈pT sin(nφ)〉
〈pT cos(nφ)〉 , (9)

where the weight pT is chosen for best accuracy [26].
Then, the flow coefficients can be computed using

vn = 〈cos(n(φ − ψn))〉 . (10)

The initialization of the energy density is done using
a Glauber Monte-Carlo model (see [27]): Before the col-
lision the density distribution of the two nuclei is de-
scribed by a Woods-Saxon parametrization, which we
sample to determine the positions of individual nucleons.
The impact parameter is sampled from the distribution
P (b)db = 2bdb/(b2

max−b2
min), where bmin and bmax depend

on the given centrality class. Then we determine the dis-
tribution of binary collisions and wounded nucleons. Two
nucleons are assumed to collide if their relative transverse
distance is less than D =

√
σNN/π, where σNN is the in-

elastic nucleon-nucleon cross-section, which at top RHIC
energy of

√
s = 200AGeV is σNN = 42 mb. The energy

density is distributed proportionally to the wounded nu-
cleon distribution. For every wounded nucleon we add a
contribution to the energy density with Gaussian shape
(in x and y) and width σ0 = 0.4 fm. In the rapidity
direction, we assume the energy density to be constant
on a central plateau and fall like half-Gaussians at large
|ηs| (see [16]). This procedure generates flux-tube like
structures compatible with measured long-range rapidity
correlations [28–30]. The absolute normalization is deter-
mined by demanding that the obtained total multiplicity
distribution reproduces the experimental data.

As equation of state we employ the parametrization
“s95p-v1” from [31], obtained from interpolating between
lattice data and a hadron resonance gas.

In Fig. 1 we show the energy density distribution in
the transverse plane for an event with impact parameter
b = 2.4 fm at the initial time τ0 = 0.4 fm/c and at time
τ = 6 fm/c for η/s = 0 and η/s = 0.16. This clearly
shows the effect of dissipation.

We perform a Cooper-Frye freeze-out using

E
dN

d3p
=

dN

dypT dpT dφp
= gi

∫

Σ

f(uµpµ)pµd3Σµ , (11)

where gi is the degeneracy of particle species i, and Σ
the freeze-out hyper-surface. In the ideal case the distri-
bution function is given by

f(uµpµ) = f0(u
µpµ) =

1

(2π)3
1

exp((uµpµ − µi)/TFO) ± 1
,

(12)
where µi is the chemical potential for particle species
i and TFO is the freeze-out temperature. In the finite
viscosity case we include viscous corrections to the dis-
tribution function, f = f0 + δf , with

δf = f0(1 ± f0)p
αpβWαβ

1

2(ε + P)T 2
, (13)

where W is the viscous correction introduced in Eq. (5).
Note that the choice δf ∼ p2 is not unique [32].

The algorithm used to determine the freeze-out surface
Σ has been presented in [16]. It is very efficient in de-
termining the freeze-out surface of a system with fluctu-
ating initial conditions. To demonstrate this, we present
the freeze-out surface in the x-τ -plane in the vicinity of
y = 0 fm and ηs = 0 for two different initial distribu-
tions compared to that for an averaged initial condition
in Fig. 2. The arrows are projections of the normal vector
on the hyper-surface element onto the x-τ plane.

We include resonances up to the φ-meson. We found
that the pseudorapidity dependence of both v2 and v3 is
affected notably by the inclusion of resonance decays, im-
proving the agreement of v2(ηp) with data significantly.

Initial Final Ideal Final Visc.

Higher harmonics are damped most by viscosity



5

ments were estimated by detailed comparisons of the
results obtained with the RXN, BBC, and MPC event
plane detectors and subevent selections. They are ∼ 3%,
∼ 8% and ∼ 20% for v2{Ψ2}, v3{Ψ3}, and v4{Ψ4}, re-
spectively, for midcentral collisions and increase by a
few percent for more central and peripheral collisions.
Through further comparison of the results obtained with
the RXN, BBC, and MPC event plane detectors, pseudo-
rapidity dependent nonflow contributions that may influ-
ence the magnitude of vn{Ψn}, such as jet correlations,
were shown [19] to be much less than all other uncertain-
ties for v2{Ψ2} and v4{Ψ2}.

The vn{Ψn} values shown in Fig. 2 increase with pT for
most of the measured range, and decrease for more cen-
tral collisions. v2{Ψ2} and v4{Ψ4} increase as expected
from central to semi-peripheral collisions, which reflects
the increase of εn in peripheral collisions. v3{Ψ3} ap-
pears to be much less centrality dependent, with values
comparable to v2{Ψ2} in the most central events. This
behavior is consistent with Glauber calculations of the
average fluctuations of the generalized “triangular” ec-
centricity ε3 [24, 25]. The Fig. 2 panels (c), (d), (g), and
(h) show comparisons of v2{Ψ2} and v3{Ψ3} to results
from hydrodynamic calculations. The pT and centrality
trends for both v2{Ψ2} and v3{Ψ3} are in good agree-
ment with the hydrodynamic models shown, especially
at pT below ≈ 1 GeV/c.

Figure 3 compares the centrality dependence of v2{Ψ2}
and v3{Ψ3} with several additional calculations, demon-
strating both the new constraints the data provide and
also the robustness of hydrodynamics to the details of dif-
ferent model assumptions for medium evolution. Alver
et al. [16] use relativistic viscous hydrodynamics in 2+1
dimensions. Fluctuations are introduced for two differ-
ent initial conditions. For Glauber initial conditions, the
energy density distribution in the transverse plane is pro-
portional to a superposition of struck nucleon and bi-
nary collision densities; in MC-KLN initial conditions
the energy density profile is further controlled by the
dependence of the gluon saturation momentum on the
transverse position [12, 13]. These two models of the ini-
tial state are paired with two different values of 4π η

s =
1 and 2, respectively. Both values reproduce the mea-
sured v2{Ψ2} equally well and the viscosity differences
reflect the different initial ε2. The two models have sim-
ilar ε3, and thus the larger viscosity needed in the MC-
KLN model corresponds to lower v3 than for Glauber.
Consequently, our measurement of v3{Ψ3} helps to dis-
entangle viscosity and initial conditions. The efficacy
of these 2+1 hydrodynamic results for Glauber initial
conditions are confirmed further calculations with dif-
ferent model assumptions. Petersen et al. [26] deter-
mine a Glauber initial state event-by-event, translat-
ing through pre-equilibrium with the UrQMD transport
model [27, 28], then evolving the medium with ideal
QGP hydrodynamics (η/s = 0), and finally switching to

0 1 2 3

0.1

0.2

0.3 0-10%0-10%0-10%
Au+Au

=200GeV
NN

s

(a)

0 1 2 3

0.1

0.2

0.3 (b)
Alver et al
Schenke et al

0 1 2 3

0.1

0.2

0.3 10-20%10-20%10-20%(c)

0 1 2 3

0.1

0.2

0.3 }
2

!{2v
}

4
!{4v

}
3

!{3v(d)

0 1 2 3

0.1

0.2

0.3 20-30%20-30%20-30%(e)

0 1 2 3

0.1

0.2

0.3 (f)

0 1 2 3

0.1

0.2

0.3 30-40%30-40%30-40%(g)

0 1 2 3

0.1

0.2

0.3 (h)

0 1 2 3

0.1

0.2

0.3 40-50%40-50%40-50%(i)

0 1 2 3

0.1

0.2

0.3 (j)

0 1 2 3

0.1

0.2

0.3 50-60%50-60%(k)

0 1 2 3

0.1

0.2

0.3 (l)

 [GeV/c]
T

p

n
v

FIG. 2: (color online) vn{Ψn} vs. pT measured via the reac-
tion plane method. The curves are predictions from two hy-
drodynamic models: Alver et al. [16] and Schenke et al. [17].

a hadronic cascade (which has an effective viscosity) as
regions become dilute. B. Schenke et al. [17] use event-
by-event Glauber initial conditions, evolved with ideal
3+1 dimensional hydrodynamics, which includes the ef-
fects of viscosity in the plasma phase.

All of these models are compared with v2{Ψ2}, and
v3{Ψ3} data as a function of Npart in two pT bins. All
calculations describe v2{Ψ2} well at pT = 0.75 GeV/c.
Deviations from hydrodynamics should be expected in
peripheral collisions, where nonequilibrium effects may
be large. At higher pT , differences between the calcula-
tions become more apparent. All models still agree with
v2{Ψ2}, including MC-KLN initial conditions. How-
ever, the lower panels of Fig. 3 show the constraining
power of v3{Ψ3} and that the calculated results from
viscous hydrodynamics, with MC-KLN initial conditions
and 4π η

s = 2, lie significantly below the data. This is
more apparent in the higher pT bin, even in the most cen-
tral collisions. Therefore, our comparisons suggest that
the combination of MC-KLN initial conditions in concert
with 4π η

s = 2 is disfavored by our new v3{Ψ3} measure-
ments. By contrast, the results from the hydrodynamical
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ments were estimated by detailed comparisons of the
results obtained with the RXN, BBC, and MPC event
plane detectors and subevent selections. They are ∼ 3%,
∼ 8% and ∼ 20% for v2{Ψ2}, v3{Ψ3}, and v4{Ψ4}, re-
spectively, for midcentral collisions and increase by a
few percent for more central and peripheral collisions.
Through further comparison of the results obtained with
the RXN, BBC, and MPC event plane detectors, pseudo-
rapidity dependent nonflow contributions that may influ-
ence the magnitude of vn{Ψn}, such as jet correlations,
were shown [19] to be much less than all other uncertain-
ties for v2{Ψ2} and v4{Ψ2}.

The vn{Ψn} values shown in Fig. 2 increase with pT for
most of the measured range, and decrease for more cen-
tral collisions. v2{Ψ2} and v4{Ψ4} increase as expected
from central to semi-peripheral collisions, which reflects
the increase of εn in peripheral collisions. v3{Ψ3} ap-
pears to be much less centrality dependent, with values
comparable to v2{Ψ2} in the most central events. This
behavior is consistent with Glauber calculations of the
average fluctuations of the generalized “triangular” ec-
centricity ε3 [24, 25]. The Fig. 2 panels (c), (d), (g), and
(h) show comparisons of v2{Ψ2} and v3{Ψ3} to results
from hydrodynamic calculations. The pT and centrality
trends for both v2{Ψ2} and v3{Ψ3} are in good agree-
ment with the hydrodynamic models shown, especially
at pT below ≈ 1 GeV/c.

Figure 3 compares the centrality dependence of v2{Ψ2}
and v3{Ψ3} with several additional calculations, demon-
strating both the new constraints the data provide and
also the robustness of hydrodynamics to the details of dif-
ferent model assumptions for medium evolution. Alver
et al. [16] use relativistic viscous hydrodynamics in 2+1
dimensions. Fluctuations are introduced for two differ-
ent initial conditions. For Glauber initial conditions, the
energy density distribution in the transverse plane is pro-
portional to a superposition of struck nucleon and bi-
nary collision densities; in MC-KLN initial conditions
the energy density profile is further controlled by the
dependence of the gluon saturation momentum on the
transverse position [12, 13]. These two models of the ini-
tial state are paired with two different values of 4π η

s =
1 and 2, respectively. Both values reproduce the mea-
sured v2{Ψ2} equally well and the viscosity differences
reflect the different initial ε2. The two models have sim-
ilar ε3, and thus the larger viscosity needed in the MC-
KLN model corresponds to lower v3 than for Glauber.
Consequently, our measurement of v3{Ψ3} helps to dis-
entangle viscosity and initial conditions. The efficacy
of these 2+1 hydrodynamic results for Glauber initial
conditions are confirmed further calculations with dif-
ferent model assumptions. Petersen et al. [26] deter-
mine a Glauber initial state event-by-event, translat-
ing through pre-equilibrium with the UrQMD transport
model [27, 28], then evolving the medium with ideal
QGP hydrodynamics (η/s = 0), and finally switching to

0 1 2 3

0.1

0.2

0.3 0-10%0-10%0-10%
Au+Au

=200GeV
NN

s

(a)

0 1 2 3

0.1

0.2

0.3 (b)
Alver et al
Schenke et al

0 1 2 3

0.1

0.2

0.3 10-20%10-20%10-20%(c)

0 1 2 3

0.1

0.2

0.3 }
2

!{2v
}

4
!{4v

}
3

!{3v(d)

0 1 2 3

0.1

0.2

0.3 20-30%20-30%20-30%(e)

0 1 2 3

0.1

0.2

0.3 (f)

0 1 2 3

0.1

0.2

0.3 30-40%30-40%30-40%(g)

0 1 2 3

0.1

0.2

0.3 (h)

0 1 2 3

0.1

0.2

0.3 40-50%40-50%40-50%(i)

0 1 2 3

0.1

0.2

0.3 (j)

0 1 2 3

0.1

0.2

0.3 50-60%50-60%(k)

0 1 2 3

0.1

0.2

0.3 (l)

 [GeV/c]
T

p

n
v

FIG. 2: (color online) vn{Ψn} vs. pT measured via the reac-
tion plane method. The curves are predictions from two hy-
drodynamic models: Alver et al. [16] and Schenke et al. [17].

a hadronic cascade (which has an effective viscosity) as
regions become dilute. B. Schenke et al. [17] use event-
by-event Glauber initial conditions, evolved with ideal
3+1 dimensional hydrodynamics, which includes the ef-
fects of viscosity in the plasma phase.

All of these models are compared with v2{Ψ2}, and
v3{Ψ3} data as a function of Npart in two pT bins. All
calculations describe v2{Ψ2} well at pT = 0.75 GeV/c.
Deviations from hydrodynamics should be expected in
peripheral collisions, where nonequilibrium effects may
be large. At higher pT , differences between the calcula-
tions become more apparent. All models still agree with
v2{Ψ2}, including MC-KLN initial conditions. How-
ever, the lower panels of Fig. 3 show the constraining
power of v3{Ψ3} and that the calculated results from
viscous hydrodynamics, with MC-KLN initial conditions
and 4π η

s = 2, lie significantly below the data. This is
more apparent in the higher pT bin, even in the most cen-
tral collisions. Therefore, our comparisons suggest that
the combination of MC-KLN initial conditions in concert
with 4π η

s = 2 is disfavored by our new v3{Ψ3} measure-
ments. By contrast, the results from the hydrodynamical
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rapidity dependent nonflow contributions that may influ-
ence the magnitude of vn{Ψn}, such as jet correlations,
were shown [19] to be much less than all other uncertain-
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tral collisions. v2{Ψ2} and v4{Ψ4} increase as expected
from central to semi-peripheral collisions, which reflects
the increase of εn in peripheral collisions. v3{Ψ3} ap-
pears to be much less centrality dependent, with values
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behavior is consistent with Glauber calculations of the
average fluctuations of the generalized “triangular” ec-
centricity ε3 [24, 25]. The Fig. 2 panels (c), (d), (g), and
(h) show comparisons of v2{Ψ2} and v3{Ψ3} to results
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trends for both v2{Ψ2} and v3{Ψ3} are in good agree-
ment with the hydrodynamic models shown, especially
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and v3{Ψ3} with several additional calculations, demon-
strating both the new constraints the data provide and
also the robustness of hydrodynamics to the details of dif-
ferent model assumptions for medium evolution. Alver
et al. [16] use relativistic viscous hydrodynamics in 2+1
dimensions. Fluctuations are introduced for two differ-
ent initial conditions. For Glauber initial conditions, the
energy density distribution in the transverse plane is pro-
portional to a superposition of struck nucleon and bi-
nary collision densities; in MC-KLN initial conditions
the energy density profile is further controlled by the
dependence of the gluon saturation momentum on the
transverse position [12, 13]. These two models of the ini-
tial state are paired with two different values of 4π η

s =
1 and 2, respectively. Both values reproduce the mea-
sured v2{Ψ2} equally well and the viscosity differences
reflect the different initial ε2. The two models have sim-
ilar ε3, and thus the larger viscosity needed in the MC-
KLN model corresponds to lower v3 than for Glauber.
Consequently, our measurement of v3{Ψ3} helps to dis-
entangle viscosity and initial conditions. The efficacy
of these 2+1 hydrodynamic results for Glauber initial
conditions are confirmed further calculations with dif-
ferent model assumptions. Petersen et al. [26] deter-
mine a Glauber initial state event-by-event, translat-
ing through pre-equilibrium with the UrQMD transport
model [27, 28], then evolving the medium with ideal
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FIG. 2: (color online) vn{Ψn} vs. pT measured via the reac-
tion plane method. The curves are predictions from two hy-
drodynamic models: Alver et al. [16] and Schenke et al. [17].

a hadronic cascade (which has an effective viscosity) as
regions become dilute. B. Schenke et al. [17] use event-
by-event Glauber initial conditions, evolved with ideal
3+1 dimensional hydrodynamics, which includes the ef-
fects of viscosity in the plasma phase.

All of these models are compared with v2{Ψ2}, and
v3{Ψ3} data as a function of Npart in two pT bins. All
calculations describe v2{Ψ2} well at pT = 0.75 GeV/c.
Deviations from hydrodynamics should be expected in
peripheral collisions, where nonequilibrium effects may
be large. At higher pT , differences between the calcula-
tions become more apparent. All models still agree with
v2{Ψ2}, including MC-KLN initial conditions. How-
ever, the lower panels of Fig. 3 show the constraining
power of v3{Ψ3} and that the calculated results from
viscous hydrodynamics, with MC-KLN initial conditions
and 4π η

s = 2, lie significantly below the data. This is
more apparent in the higher pT bin, even in the most cen-
tral collisions. Therefore, our comparisons suggest that
the combination of MC-KLN initial conditions in concert
with 4π η

s = 2 is disfavored by our new v3{Ψ3} measure-
ments. By contrast, the results from the hydrodynamical
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few percent for more central and peripheral collisions.
Through further comparison of the results obtained with
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rapidity dependent nonflow contributions that may influ-
ence the magnitude of vn{Ψn}, such as jet correlations,
were shown [19] to be much less than all other uncertain-
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tral collisions. v2{Ψ2} and v4{Ψ4} increase as expected
from central to semi-peripheral collisions, which reflects
the increase of εn in peripheral collisions. v3{Ψ3} ap-
pears to be much less centrality dependent, with values
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behavior is consistent with Glauber calculations of the
average fluctuations of the generalized “triangular” ec-
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(h) show comparisons of v2{Ψ2} and v3{Ψ3} to results
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trends for both v2{Ψ2} and v3{Ψ3} are in good agree-
ment with the hydrodynamic models shown, especially
at pT below ≈ 1 GeV/c.

Figure 3 compares the centrality dependence of v2{Ψ2}
and v3{Ψ3} with several additional calculations, demon-
strating both the new constraints the data provide and
also the robustness of hydrodynamics to the details of dif-
ferent model assumptions for medium evolution. Alver
et al. [16] use relativistic viscous hydrodynamics in 2+1
dimensions. Fluctuations are introduced for two differ-
ent initial conditions. For Glauber initial conditions, the
energy density distribution in the transverse plane is pro-
portional to a superposition of struck nucleon and bi-
nary collision densities; in MC-KLN initial conditions
the energy density profile is further controlled by the
dependence of the gluon saturation momentum on the
transverse position [12, 13]. These two models of the ini-
tial state are paired with two different values of 4π η

s =
1 and 2, respectively. Both values reproduce the mea-
sured v2{Ψ2} equally well and the viscosity differences
reflect the different initial ε2. The two models have sim-
ilar ε3, and thus the larger viscosity needed in the MC-
KLN model corresponds to lower v3 than for Glauber.
Consequently, our measurement of v3{Ψ3} helps to dis-
entangle viscosity and initial conditions. The efficacy
of these 2+1 hydrodynamic results for Glauber initial
conditions are confirmed further calculations with dif-
ferent model assumptions. Petersen et al. [26] deter-
mine a Glauber initial state event-by-event, translat-
ing through pre-equilibrium with the UrQMD transport
model [27, 28], then evolving the medium with ideal
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a hadronic cascade (which has an effective viscosity) as
regions become dilute. B. Schenke et al. [17] use event-
by-event Glauber initial conditions, evolved with ideal
3+1 dimensional hydrodynamics, which includes the ef-
fects of viscosity in the plasma phase.

All of these models are compared with v2{Ψ2}, and
v3{Ψ3} data as a function of Npart in two pT bins. All
calculations describe v2{Ψ2} well at pT = 0.75 GeV/c.
Deviations from hydrodynamics should be expected in
peripheral collisions, where nonequilibrium effects may
be large. At higher pT , differences between the calcula-
tions become more apparent. All models still agree with
v2{Ψ2}, including MC-KLN initial conditions. How-
ever, the lower panels of Fig. 3 show the constraining
power of v3{Ψ3} and that the calculated results from
viscous hydrodynamics, with MC-KLN initial conditions
and 4π η

s = 2, lie significantly below the data. This is
more apparent in the higher pT bin, even in the most cen-
tral collisions. Therefore, our comparisons suggest that
the combination of MC-KLN initial conditions in concert
with 4π η

s = 2 is disfavored by our new v3{Ψ3} measure-
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Hydro Working

Why I believe that there’s hydro at RHIC (and why you should too):

X Ideal hydro works kind-of (not for today)

X Viscous corrections systematically capture deviations of data from ideal hydro

Makes the bounds 1/4π < η/s < 4/4π kind of convincing













compliation from D. A. Teaney, “Viscous Hydrodynamics and the Quark Gluon Plasma,” arXiv:0905.2433 [nucl-th].
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